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#### Abstract

This paper addresses the problem of approximate merging of two adjacent B-spline curves into one B-spline curve. The basic idea of the approach is to find the conditions for precise merging of two B-spline curves, and perturb the control points of the curves by constrained optimization subject to satisfying these conditions. To obtain a merged curve without superfluous knots, we present a new knot adjustment algorithm for adjusting the end $k$ knots of a $k$ th order B-spline curve without changing its shape. The more general problem of merging curves to pass through some target points is also discussed.
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## 1. Introduction

Approximate conversion is an important issue in data communication between different CAD systems [1]. As mentioned by Hoschek [2], approximate conversion includes the following two problems:

- Degree reduction: finding a parametric curve of degree $n$ that approximates the given curve of degree $m(n<m)$.
- Merging: merging as many curve segments of degree $n$ as possible to get one curve segment of degree $m(n \leq m)$.

Degree reduction methods for Bézier, Ball, and B-spline curves and surfaces have been extensively investigated [3-13]. Merging is one of the main methods for data reduction; by merging as many curve segments as possible into one curve, the amount of geometric data needed for communication can be reduced. In Ref. [14], we presented a method for approximate merging of a pair of Bézier curves using constrained optimization method. The objective of this paper is to consider approximate merging of B-spline curves.

The approximate merging problem we address is as follows. Given two adjacent order $k$ B-spline curves $\mathbf{P}(t)$ and

[^0]$\mathbf{R}(s)$ with knot vectors $\mathbf{T}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, \ldots, t_{n+k}\right\}$ and $\mathbf{S}=\left\{s_{0}, s_{1}, \ldots, s_{k}, \ldots, s_{m}, \ldots, s_{m+k}\right\}$ respectively, and control points $\mathbf{P}_{i}(i=0,1, \ldots, n)$ and $\mathbf{R}_{j}(j=0,1, \ldots, m)$ respectively, find an order $k$ B-spline curve $\mathbf{F}(u)$ with control points $\mathbf{F}_{i}(i=0,1, \ldots, n+m-k+2)$ and knot vector $\mathbf{U}=$ $\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, t_{n+1}=s_{k-1}^{\prime}, s_{k}^{\prime}, \ldots, s_{m+k}^{\prime}\right\}$, where $s_{i}^{\prime}=$ $f\left(s_{i}\right)$ for some linear function $f$, such that a suitable distance function $d(\mathbf{F}, \overline{\mathbf{F}})$ between $\mathbf{F}(u)$ and

$\overline{\mathbf{F}}(u)=\left\{\begin{array}{ll}\mathbf{P}(u), & t_{k-1} \leq u \leq t_{n+1} \\ \mathbf{R}\left(f^{-1}(u)\right), & s_{k-1}^{\prime} \leq u \leq s_{m+1}^{\prime}\end{array}\right.$,
is minimized.
The basic idea of our method is to first find the conditions for precise merging of two B-spline curves, and perturb the control points of the curves by constrained optimization subject to satisfying the precise merging conditions. We then reparametrize the resulting curves using a new knot adjustment algorithm we present. Such knot adjustment is needed for producing a merged B-spline curve efficiently without superfluous knots.

The remainder of the paper is organized as follows. Section 2 presents the definition of the B-spline curves, the de Boor algorithm, and our knot adjustment algorithm. Section 3 describes the method for approximate merging of a pair of B-spline curves; the more general problem of
approximate merging with point constraints is also discussed. Conclusions are given in Section 4.

## 2. B-spline curves, evaluation and knot adjustment

A B-spline curve of order $k$ with control points $\mathbf{P}_{i}(i=$ $0,1, \ldots, n)$ can be defined as
$\mathbf{P}(t)=\sum_{i=0}^{n} P_{i} N_{i, k}(t), \quad t_{k-1} \leq t \leq t_{n+1}$,
where $N_{i, k}(t)$ are the B-spline basis functions of order $k$ defined over the knot vector $\mathbf{T}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots t_{n}, \ldots, t_{n+k}\right\}$, which is defined by the following recursive de Boor-Cox formula [15]
$N_{i, 1}(t)=\left\{\begin{array}{ll}1, & t_{i} \leq t<t_{i+1} \\ 0, & \text { Otherwise }\end{array}\right.$,
$N_{i, k}(t)=\frac{t-t_{i}}{t_{i+k-1}-t_{i}} N_{i, k-1}(t)+\frac{t_{i+k}-t}{t_{i+k}-t_{i+1}} N_{i+1, k-1}(t)$.
The point on the curve $\mathbf{P}(t)$ at parameter $\left.t\left(t \in\left[t_{j}, t_{j+1}\right]\right)\right)$ can be evaluated using the following de Boor algorithm
adjust the knot vector $\mathbf{T}$ to $\mathbf{T}_{2}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, t_{n+1}\right.$, $\left.t_{n+2}^{\prime}, \ldots, t_{n+k}^{\prime}\right\}$, where $t_{n+1} \leq t_{n+2}^{\prime} \leq \cdots \leq t_{n+k-1}^{\prime} \leq t_{n+k}^{\prime}$.

Suppose the new curve defined on the new knot vector $\mathbf{T}_{2}$ is denoted by $\mathbf{Q}(t)$ with control points $\mathbf{Q}_{0}, \mathbf{Q}_{1}, \ldots, \mathbf{Q}_{n}$. Since the shape of the curve remains unchanged, we have $\mathbf{P}(t)=$ $\mathbf{Q}(t)$. We claim that $\mathbf{Q}_{i}=\mathbf{P}_{i}, 0 \leq i \leq n-k+2$, and the other $\mathbf{Q}_{i}, n-k+3 \leq i \leq n$ can be computed recursively by Algorithm 1. The correctness proof is given in Appendix 1.

Algorithm 1. Computing the new control points after knot adjustment from $\mathbf{T}$ to $\mathbf{T}_{2}$

1. Compute $\mathbf{P}_{n-k+2}^{l}, l=1,2, \ldots, k-1$ by Eq. (5).
2. Let $\mathbf{Q}_{n-k+2}^{l}=\mathbf{P}_{n-k+2}^{l}$, for $l=0,1, \ldots, k-1$.
3. Compute $\mathbf{Q}_{i}^{0}$ for $n-k+3 \leq i \leq n$ by (see top row of Fig. 1)

$$
\begin{align*}
& \mathbf{Q}_{i}^{l}=\frac{t_{i+k-1}^{\prime}-t_{i+l}}{k-l-1} \mathbf{Q}_{i-1}^{l+1}+\mathbf{Q}_{i-1}^{l},  \tag{6}\\
& i=n-k+3, n-k+4, \ldots, n, \quad l=0,1, \ldots, n-i,
\end{align*}
$$

which can be derived from Eq. (5)
4. Let $\mathbf{Q}_{i}=\mathbf{P}_{i}$ for $i \leq n-k+2$, and $\mathbf{Q}_{i}=\mathbf{Q}_{i}^{0}$ for $n-k+$ $3 \leq i \leq n$.
$\mathbf{P}_{i}^{r}(t)= \begin{cases}\mathbf{P}_{i}, & r=0, i=0,1, \ldots, n \\ \frac{t_{i+k}-t}{t_{i+k}-t_{i+r}} P_{i}^{r-1}+\frac{t-t_{i+r}}{t_{i+k}-t_{i+r}} P_{i+1}^{r-1}, & r=1,2, \ldots, k-1 ; i=j-k+1, \ldots, j-r,\end{cases}$
and $\mathbf{P}(t)=\mathbf{P}_{j-k+1}^{k-1}(t)$.
To compute the derivatives of a B-spline curve, by letting $P_{i}^{0}=P_{i}$, and writing
$\mathbf{P}^{(0)}(t)=\mathbf{P}(t)=\sum_{i=0}^{n} \mathbf{P}_{i}^{0} N_{i, k}(t)$,
we get (see p. 97 in Ref. [15])
$\mathbf{P}^{(l)}(t)=\sum_{i=0}^{n-l} \mathbf{P}_{i}^{l} N_{i+1, k-l}(t)$,
where
$\mathbf{P}_{i}^{l}=\left\{\begin{array}{ll}\mathbf{P}_{i}, & l=0 \\ \frac{k-l}{t_{i+k}-t_{i+l}}\left(\mathbf{P}_{i+1}^{l-1}-\mathbf{P}_{i}^{l-1}\right), & l>0\end{array}\right.$.
Suppose two $k$ th order B-spline curves $\mathbf{P}(t)$ and $\mathbf{R}(s)$ with knot vectors $\mathbf{T}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, \ldots, t_{n+k}\right\}$ and $\mathbf{S}=$ $\left\{s_{0}, s_{1}, \ldots, s_{k}, \ldots, s_{m}, \ldots, s_{m+k}\right\}$ are to be merged. In our merging algorithm, after perturbing the control points to satisfy precise merging conditions, we adjust the knot vectors of the curves. Specifically, we adjust the last $k$ knots of the curve $\mathbf{P}(t)$ so that they match $k$ knots of the curve $\mathbf{R}(s)$; that is, the knot vector of $\mathbf{P}(t)$ must be adjusted from $\mathbf{T}$ to $\mathbf{T}^{\prime}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, t_{n+1}, s_{k}, s_{k+1}, \ldots, s_{2 k-2}\right\}$. Although this knot adjustment can be achieved by first clamping $\mathbf{T}$, and then unclamping it to $\mathbf{T}^{\prime}$ [15], for efficiency, we propose a new general algorithm to directly

Fig. 2 shows the results of adjusting the knot vectors of two cubic B-spline curves. The original control polygons are shown in solid line, while the new control polygons are shown in dotted line. In Fig. 2(a), the knot vector is adjusted from $\{0,0,0,0,0.5,1,1,1,1\}$ to $\{0,0,0,0,0.5,1,1.3,1.3,1.3\}$. In Fig. 2(b), is adjusted to $\{-0.6,-0.4,-0.2,0,0.5,1,1.5,1.6,1.7\}$.

## 3. Merging by constrained optimization

Suppose $\mathbf{P}(t)$ and $\mathbf{R}(s)$ are two B-spline curves to be approximately merged. Let $\mathbf{R}(s)$ be a B-spline curve with control points $\mathbf{R}_{i}(i=0,1, \ldots, m)$ and knot vector


Fig. 1. Recursive computation of $\mathbf{Q}_{i}=\mathbf{Q}_{i}^{0}, i=n-k+2, \ldots, n$.


Fig. 2. Two examples of knot adjustment of B-spline curves.
$\mathbf{S}=\left\{s_{0}, s_{1}, \ldots, s_{k}, \ldots, s_{m}, \ldots, s_{m+k}\right\}$. Without loss of generality, we suppose that the order of $\mathbf{R}(s)$ is also $k$, and $t_{n+1}=$ $s_{k-1}$. To obtain a good parametrization for the merged curve, we perform a linear transformation $f$ on the knot vector $\mathbf{S}$ such that
$\frac{\text { arc length of } \mathbf{P}(t) \text { over }\left[t_{n}, t_{n+1}\right]}{\operatorname{arc} \text { length of } \mathbf{R}(s) \text { over }\left[s_{k}-s_{k-1}\right]}=\frac{t_{n+1}-t_{n}}{s_{k}-s_{k-1}}$.

### 3.1. Conditions for precise merging

We first derive the conditions for the curves $\mathbf{P}(t)$ and $\mathbf{R}(s)$ to be precisely merged into one B-spline curve. We let the curves share common derivatives, that is, to precisely merge at $\mathbf{P}\left(t_{n+1}\right)=\mathbf{R}\left(s_{k-1}\right)$, we need
$\mathbf{P}^{(l)}\left(t_{n+1}\right)=R^{(l)}\left(s_{k-1}\right), \quad l=0,1, \ldots, k-2$,
i.e.
$\sum_{i=n-k+1}^{n-l} \mathbf{P}_{i}^{l} N_{i+1, k-l}^{T}\left(t_{n+1}\right)=\sum_{i=0}^{k-1-l} \mathbf{R}_{i}^{l} N_{i+1, k-l}^{S}\left(s_{k-1}\right)$,
$l=0,1, \ldots, k-2$,
where $N_{i, k}^{T}(t) N_{i, k}^{S}(s)$ are B-spline basis functions defined on the knot vectors $\mathbf{T}$ and $\mathbf{S}$, respectively. According to Eq. (6), $\mathbf{P}_{i}^{l}$ and $\mathbf{R}_{i}^{l}$ in Eq. (7) can be rewritten as $\sum_{j=n-k+1}^{n} a_{i j}^{(l)} \mathbf{P}_{j}$ and $\sum_{j=0}^{k-1} b_{i j}^{(l)} \mathbf{R}_{j}$, respectively, where $a_{i j}^{(l)}$ and $b_{i j}^{(l)}$ can be computed by Algorithms 2 and 3, respectively.

Algorithm 2. Computing $a_{i j}^{(l)}, n-k+1 \leq i \leq n-l$, $n-k+1 \leq j \leq n, 0 \leq l \leq k-2$.

1. For $n-k+1 \leq j \leq n$, let $p_{0}, p_{1}, \ldots, p_{n}$ be scalars, and

$$
p_{i}=\delta_{i j}= \begin{cases}0, & i \neq j \\ 1, & i=j\end{cases}
$$

2. Let

$$
p_{i}^{l}=\left\{\begin{array}{ll}
p_{i}, & \text { for } l=0 \\
\frac{k-l}{t_{i+k}-t_{i+l}}\left(p_{i+1}^{l-1}-p_{i}^{l-1}\right) & \text { for } l>0
\end{array} .\right.
$$

3. Let $a_{i j}^{(l)}=p_{i}^{l}, n-k+1 \leq i \leq n-l, 0 \leq l \leq k-2$.

Algorithm 3. Computing $b_{i j}^{(l)}, 0 \leq i \leq k-1-l, 0 \leq$ $j \leq k-1,0 \leq l \leq k-2$.

1. For $0 \leq j \leq k-1$, let $p_{0}, p_{1}, \ldots, p_{n}$ be scalars and

$$
p_{i}=\delta_{i j}= \begin{cases}0, & i \neq j \\ 1, & i=j\end{cases}
$$

2. Let

$$
p_{i}^{l}=\left\{\begin{array}{ll}
p_{i}, & \text { for } l=0 \\
\frac{k-l}{s_{i+k}-s_{i+l}}\left(p_{i+1}^{l-1}-p_{i}^{l-1}\right), & \text { for } l>0
\end{array} .\right.
$$

3. Let $b_{i j}^{(l)}=p_{i}^{l}, 0 \leq i \leq k-1-l, 0 \leq l \leq k-2$.

Then the precise merging conditions in Eq. (7) can be rewritten as

$$
\begin{align*}
& \quad \sum_{j=n-k+1}^{n}\left(\sum_{i=n-k+1}^{n-l} a_{i j}^{(l)} N_{i+1, k-l}^{T}\left(t_{n+1}\right)\right) \mathbf{P}_{j} \\
& \quad-\sum_{j=0}^{k-1}\left(\sum_{i=0}^{k-1-l} b_{i j}^{(l)} N_{i+1, k-l}^{S}\left(S_{k-1}\right)\right) \mathbf{R}_{j}=0,  \tag{8}\\
& l=0,1, \ldots, k-2 .
\end{align*}
$$

### 3.2. Merging by constrained optimization

To merge two arbitrary curves $\mathbf{P}(t)$ and $\mathbf{R}(s)$, we first perturb their control points so that the curves can be precisely merged. We achieve this by minimizing the total perturbation of the control points subject to the precise merging constraints Eq. (8). Let the perturbation of the control points of $\mathbf{P}(t)$ and $\mathbf{R}(s)$ be denoted by $\boldsymbol{\epsilon}_{i}=$ $\left\{\epsilon_{i}^{x}, \epsilon_{i}^{y}, \epsilon_{i}^{z}\right\} \quad i=n-k+2, n-k+3, \ldots, n$ and $\delta_{i}=\left\{\delta_{i}^{x}, \delta_{i}^{y}, \delta_{i}^{z}\right\}$,
$i=0,1, \ldots, k-2$ respectively. ${ }^{1}$ That is, the modified curves are
$\hat{\mathbf{P}}(t)=\sum_{i=0}^{n} \hat{\mathbf{P}}_{i} N_{i, k}^{T}(t)=\sum_{i=0}^{n}\left(\mathbf{P}_{i}+\epsilon_{i}\right) N_{i, k}^{T}(t), \quad t_{k-1} \leq t \leq t_{n+1}$,
and
$\hat{\mathbf{R}}(s)=\sum_{i=0}^{m} \hat{\mathbf{R}}_{i} N_{i, k}^{S}(s)=\sum_{i=0}^{m}\left(\mathbf{R}_{i}+\delta_{i}\right) N_{i, k}^{S}(s), \quad s_{k-1} \leq s \leq s_{m+1}$,
and the precise-merging conditions from Eq. (8) become

$$
\begin{align*}
& \sum_{j=n-k+1}^{n}\left(\sum_{i=n-k+1}^{n-l} a_{i j}^{(l)} N_{i+1, k-l}^{T}\left(t_{n+1}\right)\right)\left(\mathbf{P}_{j}+\boldsymbol{\epsilon}_{j}\right) \\
& -\sum_{j=0}^{k-1}\left(\sum_{i=0}^{k-1-l} b_{i j}^{(l)} N_{i+1, k-l}^{S}\left(s_{k-1}\right)\right)\left(\mathbf{R}_{j}+\delta_{j}\right)=0, \tag{9}
\end{align*}
$$

$l=0,1, \ldots, k-2$.
More generally, we consider the approximate merging problem in which the merged curve is constrained to pass through some target points on the original curves. This can be achieved by adding point constraint conditions as follows

$$
\begin{aligned}
& \sum_{i=n-k+1}^{n} \mathbf{P}_{i} N_{i, k}^{T}\left(t_{j}\right)=\sum_{i=n-k+1}^{n}\left(\mathbf{P}_{i}+\epsilon_{i}\right) N_{i, k}^{T}\left(t_{j}\right), \quad j=0,1, \ldots, g . \\
& \sum_{i=0}^{k-1} \mathbf{R}_{i} N_{i, k}^{S}\left(s_{j}\right)=\sum_{i=0}^{k-1}\left(\mathbf{R}_{i}+\delta_{i}\right) N_{i, k}^{S}\left(s_{j}\right), \quad j=0,1, \ldots, h .
\end{aligned}
$$

where $t_{j}, j=0,1, \ldots, g$ and $s_{j}, j=0,1, \ldots, h$ are parameters of the target points on $\mathbf{P}(t)$ and $\mathbf{R}(s)$, respectively. ${ }^{2}$ So we have

$$
\begin{align*}
& \sum_{i=n-k+1}^{n} \epsilon_{i} N_{i, k}^{T}\left(t_{j}\right)=0, \quad j=0,1, \ldots, g  \tag{10}\\
& \sum_{i=0}^{k-1} \delta_{i} N_{i, k}^{S}\left(s_{j}\right)=0, \quad j=0,1, \ldots, h . \tag{11}
\end{align*}
$$

We determine $\epsilon_{i} \delta_{i}$ by setting the optimization objective $\mathrm{O}\left(\epsilon_{i}, \delta_{j}\right)$ as
$\operatorname{Min} \mathrm{O}\left(\epsilon_{i}, \delta_{j}\right)=\sum_{i=n-k+2}^{n} \epsilon_{i}+\sum_{j=0}^{k-2} \delta_{j}$,

[^1]and define the Lagrange function as
\[

$$
\begin{align*}
L= & \sum_{i=n-k+2}^{n} \epsilon_{i}+\sum_{j=0}^{k-2} \delta_{j}+\sum_{l=0}^{k-2} \lambda_{l}\left(\sum_{j=n-k+1}^{n}\left(\sum_{i=n-k+1}^{n-l} a_{i j}^{(l)} N_{i+1, k-l}^{T}\left(t_{n+1}\right)\right)\right. \\
& \left.\times\left(\mathbf{P}_{j}+\epsilon_{j}\right)-\sum_{j=0}^{k-1}\left(\sum_{i=0}^{k-1-l} b_{i j}^{(l)} N_{i+1, k-l}^{S}\left(s_{k-1}\right)\right)\left(\mathbf{R}_{j}+\delta_{j}\right)\right) \\
& +\sum_{j=0}^{g} \lambda_{k-1+j}\left(\sum_{i=n-k+1}^{n} \epsilon_{i} N_{i, k}^{T}\left(t_{j}\right)\right)+\sum_{j=0}^{n} \lambda_{k+g+j}\left(\sum_{i=0}^{k-1} \delta_{i} N_{i, k}^{S}\left(s_{j}\right)\right), \tag{13}
\end{align*}
$$
\]

where $\lambda_{i}=\left\lfloor\lambda_{i}^{x}, \lambda_{i}^{y}, \lambda_{i}^{z}\right\rfloor$ are the Lagrange multipliers. By setting $\partial L / \partial \epsilon_{i}^{x}, \partial L / \partial \epsilon_{i}^{y}, \partial L / \partial \epsilon_{i}^{z}, \partial L / \partial \delta_{j}^{x}, \partial L / \partial \delta_{j}^{y}, \partial L / \partial \delta_{j}^{z}, \partial L / \partial \lambda_{i}^{x}, \partial L / \partial \lambda_{i}^{y}$, $\partial L / \partial \lambda_{i}^{z}$ to zero, and writing the derived equations in vector form, we obtain a system of linear equations, which includes Eqs. (9)(11), and the following two equations
$2 \epsilon_{i}=-\sum_{l=0}^{k-2} \sum_{j=n-k+1}^{n-l} \lambda_{l} a_{i j}^{(l)} N_{i+1, k-l}^{T}\left(t_{n+1}\right)+\sum_{j=0}^{g} \lambda_{k-1+j} N_{i, k}^{T}\left(t_{j}\right)$,
$n-k+2 \leq i \leq n$,
$2 \delta_{j}=\sum_{l=0}^{k-2} \sum_{i=0}^{k-1-l} \lambda_{l} b_{i j}^{(l)} N_{i+1, k-l}^{S}\left(s_{k-1}\right)+\sum_{j=0}^{h} \lambda_{k+g+j} N_{i, k}^{S}\left(s_{j}\right)$,
$0 \leq j \leq k-2$.
By solving the linear system, the constrained optimization solution can be obtained.

After obtaining two modified curves that can be precisely merged, we let

$$
\mathbf{T}_{\mathrm{new}}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, t_{n+1}=s_{k-1}, s_{k}, s_{k+1}, \ldots, s_{m}, \ldots, s_{m+k}\right\}
$$

be the knot vector of the merged curve to be constructed. Using Algorithm 1, we adjust the knot vector $\mathbf{T}$ of curve $\hat{\mathbf{P}}(t)$ to $\mathbf{T}^{\prime}=\left\{t_{0}, t_{1}, \ldots, t_{k}, \ldots, t_{n}, t_{n+1}, s_{k}, s_{k+1}, \ldots, s_{2 k-2}\right\}$ and the knot vector $\mathbf{S}$ of curve $\hat{\mathbf{R}}(s)$ to $\mathbf{S}^{\prime}=\left\{t_{n-k+2}, \ldots, t_{n}, t_{n+1}=\right.$ $\left.s_{k-1}, s_{k}, s_{k+1}, \ldots, s_{m+k}\right\}$, respectively. For simplicity, we still denote the control points after knot adjustment as $\hat{\mathbf{P}}_{i}, i=$ $0,1, \ldots, n ; \hat{\mathbf{R}}_{i}, i=0,1, \ldots, m$. Since $\hat{\mathbf{P}}(t)$ and $\hat{\mathbf{R}}(s)$ satisfy the precise merging conditions, i.e. they have common derivatives at parameter $t_{n+1}=s_{k-1}$, we conclude that the control points of the merged curve are
$\left\{\hat{\mathbf{P}}_{0}, \hat{\mathbf{P}}_{1}, \ldots, \hat{\mathbf{P}}_{n-k+1}, \hat{\mathbf{P}}_{n-k+2}=\hat{\mathbf{R}}_{0}, \hat{\mathbf{P}}_{n-k+3}=\hat{\mathbf{R}}_{1}, \ldots, \hat{\mathbf{P}}_{n}\right.$ $\left.=\hat{\mathbf{R}}_{k-2}, \hat{\mathbf{R}}_{k-1}, \ldots, \hat{\mathbf{R}}_{m}\right\}$.

### 3.3. Error estimation and examples

B-spline curves of order 4 are among the most commonly used parametric curves in shape design. Here, we give an error analysis for merging two B-spline curves of order 4; error analysis for order 2 and 3 curves can be similarly derived. For higher-order curves, it seems hard to obtain explicit estimation.


Fig. 3. Approximate merging of two clamped B-spline curves.
Theorem 1. Suppose $\mathbf{P}(t)$ and $\mathbf{R}(s)$ are two fourth-order $B$ spline curves, and $t_{n+1}=\cdots=t_{n+k}, s_{0}=\cdots=s_{k-1}$, we have the following estimation

$$
\begin{align*}
\|\mathbf{P}-\mathbf{F}\| \leq & \frac{3}{4} \frac{u_{1} \Delta_{1}}{u_{1}+\Delta_{1}}\left\|\mathbf{d}_{1}\right\|+\frac{1}{3} \frac{\left(u_{1}+\Delta_{1}\right)^{2}+u_{1} \Delta_{1}+u_{1}^{2}}{\left(u_{1}+\Delta_{1}\right)^{2}} \\
& \times\left(u_{1} \Delta_{1}\left\|\mathbf{d}_{2}\right\|+\mid u_{1}-\Delta_{1}\left\|\mathbf{d}_{1}\right\|\right), \tag{16}
\end{align*}
$$

$\|\mathbf{R}-\mathbf{F}\| \leq \frac{3}{4} \frac{u_{1} \Delta_{1}}{u_{1}+\Delta_{1}}\left\|\mathbf{d}_{1}\right\|+\frac{1}{3} \frac{\left(u_{1}+\Delta_{1}\right)^{2}+u_{1} \Delta_{1}+u_{2}^{2}}{\left(u_{1}+\Delta_{1}\right)^{2}}$

$$
\begin{equation*}
\times\left(u_{1} \Delta_{1}\left\|\mathbf{d}_{2}\right\|+\left|u_{1}-\Delta_{1}\right|\left\|\mathbf{d}_{1}\right\|\right), \tag{17}
\end{equation*}
$$

where $u_{1}=t_{n+1}-t_{n}, \Delta_{1}=s_{k}-s_{k-1}, \mathbf{d}_{1}=\mathbf{P}^{(1)}\left(t_{n+1}\right)-\mathbf{R}^{(1)}$ $\left(t_{k-1}\right), \mathbf{d}_{2}=\mathbf{P}^{(2)}\left(t_{n+1}\right)-\mathbf{R}^{(2)}\left(s_{k-1}\right),\|\mathbf{P}-\mathbf{F}\|=\max _{t \in\left[t_{k-1}, t_{n+1}\right]}$ $\|\mathbf{P}(t)-\mathbf{F}(t)\|$, and $\|\mathbf{R}-\mathbf{F}\|=\max _{s \in\left[s_{k-1}, s_{n+1}\right]}\left\|\mathbf{R}(s)-\mathbf{F}\left(t_{n+1}+s\right)\right\|$.

A proof of Theorem 1 is given in Appendix B.
We give some examples to illustrate our method. Figs. 3 and 4 show some examples of merging clamped and unclamped B-spline curves, respectively. The original curves are rendered in solid line, and the new merged curves are rendered in dotted line. In Fig. 3(a), the knot vectors of the original curves are both $[0,0,0,0,0.5,1,1,1,1]$, and that of the merged curve is $[0,0,0,0,0.5,1,1.48588,1.972$, 1.972,1.972,1.972], and in Fig. 3(b), the knot vectors of the original curves are both $[0,0,0,0,0.33,0.67,1,1,1,1]$, and


Fig. 4. Approximate merging of two unclamped B-spline curves.


Fig. 5. Approximate merging with point constraints.
that of the merged curve is $[0,0,0,0,0.33,0.67$, $1,1.338,1.675,2.012,2.012,2.012,2.012]$. In Fig. 4(a), the original knot vectors are $[0,0,0,0,0.5,1,1.2,1.4,1.6]$ and $[0,0$, $0,0,0.5,1,1,1,1]$, and the resulting one is $[0,0,0,0,0.5,1,1.523$, 2.045,2.045,2.045,2.045]. In Fig. 4(b), the original knot vectors are $[0,0,0,0,0.33,0.67,1,1.2,1.4,1.6]$ and $[-0.3,-0.2,-0.1,0,0.33,0.67,1,1,1,1]$, and the resulting one for the merged curve is $[0,0,0,0,0.33,0.67,1,1.342$, $1.684,2.025,2.025,2.025,2.025]$.

To increase the accuracy of merging, we can add geometric constraints, i.e. constraining the resulting curve to pass through some target points on the original curves. Fig. 5 shows the effect of merging with point constraints, the knot vectors of the original two curves are both [ $0,0,0,0,0.33,0.67,1,1,1,1]$, the constrained points are $P(0.75)$ and $Q(0.25)$, which are marked as squares in figure.

## 4. Conclusion and future works

This paper presents an algorithm for approximate merging of two B-spline curves. We derive the precise merging conditions by letting the curves share common derivatives. The curves are modified by constrained optimization to satisfy the precise merging conditions. By applying the knot adjustment algorithm, the control points of the merged curve can be directly obtained from those of the curves satisfying precise merging conditions. The resulting merged curve has no superfluous knots.

We have used 'Discrete coefficient norm' in $L_{2}$ sense in this paper, as in Ref. [14], but merging with the 'squared difference integral norm' is also possible. As a future work, merging of multiple B-spline curves and of surfaces can be further investigated.
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## Appendix A. Correctness proof of the knot adjustment algorithm

By the recursive definition of $\mathbf{P}_{i}^{l}$ and $\mathbf{Q}_{i}^{l}$ in Eqs. (5) and (6), respectively, it is sufficient to prove that (I) $\mathbf{Q}_{i}=\mathbf{P}_{i}$ for
$i \leq n-k+1$; (II) $\mathbf{Q}_{n-k+2}^{l}=\mathbf{P}_{n-k+2}^{l}$ for $l=0,1, \ldots, k-2$.
We prove them for two possible cases.
(a) $n \geq 2 k-2$, i.e. at least $k$ curve segments.

From the local property of B-spline curves, for $t \in$ [ $t_{s}, t_{s+1}$ ), only $k$ basis functions $N_{i, k}(t), i=s-k+1, \ldots, s$ are non-zero, i.e.
$\mathbf{P}(t)=\sum_{i=s-k+1}^{s} \mathbf{P}_{i} N_{i, k}(t), \quad t \in\left[t_{s}, t_{s+1}\right)$.
Let $\hat{N}_{i, k}(t)$ denote the B-spline basis functions defined on the knot vector $T_{2}$. From the construction of the knot vectors $T$ and $T_{2}$, we have $N_{i, k}(t)=\hat{N}_{i, k}(t), s-k+1 \leq i \leq s$, for all $s \leq n-k$.

Consider the first B-spline curve segment in $\left[t_{k-1}, t_{k}\right]$. We have $N_{i, k}(t)=\hat{N}_{i, k}(t), 0 \leq i \leq k-1$ (note $n \geq 2 k-2$ ); hence we get $\mathbf{Q}_{i}=\mathbf{P}_{i}, 0 \leq i \leq k-1$. By applying the same argument to the intervals $t \in\left[t_{s}, t_{s+1}\right]$ for $k-2 \leq s \leq$ $n-k+1$. we have $\mathbf{Q}_{i}=\mathbf{P}_{i}$ for $i \leq n-k+1$. Thus (I) is true.

Next we show that (II) is true. We first consider the first derivative of the B -spline curves. For the segment $\left[t_{n-k+2}, t_{n-k+3}\right], \quad \mathbf{P}(t)=\mathbf{Q}(t) \quad$ yields $\quad \mathbf{P}^{(1)}(t)=\mathbf{Q}^{(1)}(t)$. Hence, from Eq. (4), we have
$\sum_{i=n-2 k+3}^{n-k+1} \mathbf{P}_{i}^{1} N_{i, k-1}(t)=\sum_{i=n-2 k+3}^{n-k+1} \mathbf{Q}_{i}^{1} \hat{N}_{i, k-1}(t)$.
By applying the same argument as for segment $t \in\left[t_{k-1}, t_{k}\right]$ above, it is obvious that $N_{i, k-1}(t)=\hat{N}_{i, k-1}(t)$ for $n-2 k+$ $3 \leq i \leq n-k+1$. We therefore conclude that $\mathbf{Q}_{n-k+1}^{1}=$ $\mathbf{P}_{n-k+1}^{1}$. Analogously, for subsequent segments, $\left[t_{n-k+3}, t_{n-k+4}\right], \ldots,\left[t_{n}, t_{n+1}\right]$, we have $\mathbf{Q}_{n-k+1}^{l}=\mathbf{P}_{n-k+1}^{l}$, $l=0,1, \ldots, k-1$. Since
$\mathbf{Q}_{n-k+2}^{l}=\frac{t_{n+1}^{\prime}-t_{n-k+2+l}}{k-l-1} \mathbf{Q}_{n-k+1}^{l+1}+\mathbf{Q}_{n-k+1}^{l}$,
$l=0,1, \ldots, k-2$,
$\mathbf{P}_{n-k+2}^{l}=\frac{t_{n+1}-t_{n-k+2+l}}{k-l-1} \mathbf{P}_{n-k+1}^{l+1}+\mathbf{P}_{n-k+1}^{l}$,
$l=0,1, \ldots, k-2$,
and $t_{n+1}^{\prime}=t_{n+1}$, we conclude $\mathbf{Q}_{n-k+2}^{l}=\mathbf{P}_{n-k+2}^{l}, \quad l=$ $0,1, \ldots, k-2$.
(b) $n<2 k-2$, i.e. fewer than $k$ segments.

From the equations

$$
\begin{array}{ll}
\mathbf{Q}_{i+1}^{l}=\frac{t_{i+k}^{\prime}-t_{i+l+1}}{k-l-1} \mathbf{Q}_{i}^{l+1}+\mathbf{Q}_{i}^{l}, & l=0,1, \ldots, k-2 \\
\mathbf{P}_{i+1}^{l}=\frac{t_{i+k}-t_{i+l+1}}{k-l-1} \mathbf{P}_{i}^{l+1}+\mathbf{P}_{i}^{l}, & l=0,1, \ldots, k-2
\end{array}
$$

$$
\left(\begin{array}{c}
\epsilon  \tag{B4}\\
\epsilon_{1} \\
\epsilon_{2} \\
\delta_{1} \\
\delta_{2}
\end{array}\right)=\frac{1}{D} \cdot\left(\begin{array}{cc}
a_{1}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right) & a_{1}\left(a_{3} a_{6}-a_{2} a_{5}\right) \\
a_{4}\left(a_{3} a_{6}-a_{2} a_{5}\right) & a_{4}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \\
-a_{2}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right)-a_{5}\left(a_{3} a_{6}-a_{2} a_{5}\right) & -a_{2}\left(a_{3} a_{6}-a_{2} a_{5}\right)-a_{5}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \\
-a_{3}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right)-a_{6}\left(a_{3} a_{6}-a_{2} a_{5}\right) & -a_{3}\left(a_{3} a_{6}-a_{2} a_{5}\right)-a_{6}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \\
-a_{7}\left(a_{3} a_{6}-a_{2} a_{5}\right) & -a_{7}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)
\end{array}\right) \cdot\binom{\frac{u_{1} \Delta_{1}}{u_{1}+\Delta_{1}} \mathbf{d}_{1}}{u_{1} \Delta_{1} \mathbf{d}_{2}+\left(u_{1}-\Delta_{1}\right) \mathbf{d}_{1}}
$$

where
$D=\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right)\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)-\left(a_{3} a_{6}-a_{2} a_{5}\right)^{2}$.
By simple deduction, we have

$$
\begin{aligned}
& a_{1}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right) \\
& \quad>\max \left(\left|a_{4}\left(a_{3} a_{6}-a_{2} a_{5}\right)\right|, \mid-a_{2}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right)-a_{5}\left(a_{3} a_{6}\right.\right. \\
& \left.\quad-a_{2} a_{5}\right)\left|,\left|-a_{3}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right)-a_{6}\left(a_{3} a_{6}-a_{2} a_{5}\right)\right|,\right| \\
& \left.\quad-a_{7}\left(a_{3} a_{6}-a_{2} a_{5}\right) \mid\right) \\
& \frac{a_{1}\left(a_{4}^{2}+a_{5}^{2}+a_{6}^{2}+a_{7}^{2}\right)}{D} \leq \frac{3}{4}, \\
& \frac{a_{4}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)}{D} \leq \frac{1}{2+\sqrt{2}}, \\
& \frac{a_{7}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)}{D} \leq \frac{1}{2+\sqrt{2}}, \\
& \frac{a_{2}\left(a_{3} a_{6}-a_{2} a_{5}\right)+a_{5}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)}{D} \leq \frac{1+a_{2} a_{3}+a_{3}^{2}}{3}, \\
& \\
& \frac{a_{3}\left(a_{3} a_{6}-a_{2} a_{5}\right)+a_{6}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)}{D} \leq \frac{1+a_{2} a_{3}+a_{3}^{2}}{3} \\
& \left.\frac{\mid a_{1}\left(a_{3} a_{6}-a_{2} a_{5}\right)}{D} \right\rvert\, \leq \frac{1}{3}
\end{aligned}
$$

By substituting the above inequalities into Eqs. (B3) and (B4), we obtain Eqs. (16) and (17). This completes the proof.
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